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ABSTRACT

In the present work, we obtain the result of fixed-point theorem through quasi-contraction mapping
and improve the work of A. Shoaib et.al (2015) in a left and right K-sequentially 0-complete ordered quasi-
partial spaces respectively, where locally contractive condition satisfied on a closed set. We can use this

result to solve the complication of computer algorithms and study it.

In this paper, some fixed-point results of self-mapping which is defined on quasi partial metric spaces are
given by using dominated mapping (A. Shoaib et.al, 2015) in a left and right K-sequentially 0-complete
ordered quasi-partial spaces respectively. Where locally contractive condition satisfied on a closed set. And
by taking advantage of these results, the necessary conditions for self-mappings on quasi partial metric
spaces in quasi contraction are investigated and prove existence and uniqueness theorem of fixed point for

contraction mapping. We can use this result to solve the complication of computer algorithms and study it.
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1. Introduction

In various research activities, we find that in the complete domain the mapping of fixed points satisfying all
the contractive conditions. These results of [8, 16, 18] are applicable in various areas such as parameterize
estimation problems, fractal image decoding, nonlinear and adaptive control systems, a convergence of

recurrent networks, and computing magnetostatics fields.
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S. G. Mathews [25] established the Partial metric space (PMS). In PMS, self-distance may not be zero all the
time. We use its application in theoretical computer science [22]. On ordered PMS, by using the concept of
partial order and partial metric space, some fixed-point theorem proved by Altun et.al [15], Aydi [9], and

Paesano et.al.[5] for contraction mapping.

In metric space Ran and Recrings [2] demonstrated a simple of Banach's fixed point theorem, which is
presented with a partial order and gave the utilizations to matrix equation and weakened the usual contraction
mappings for nondecreasing mapping. The result [2] of non-decreasing mapping expended by Nieto
et.al.[17] and used it to find a unique solution. Karapinar et.al.[7] and Romaguera [26] has given the idea of
quasi partial Metric Space and O-complete partial metric space. Different authors [2-4, 10, 14, 17, 20, 21, 23,
27] did work on quasi partial metric space (QPMS) and closed ball and using the above concept they proved

some valuable results.

In so many applications we find that on the whole space, the mapping is not contractive but it is contractive
in its subspace. On a closed ball in a O-complete QPMS, Shoaib et. al [1] shows that the existence of fixed
points with self-mappings which are dominated and satisfied some contractive conditions. The notion of left
(right) K-Cauchy sequence and left (right) K-sequentially complete spaces introduced by Reilly et.al.[13] and
[4, 24].

2. Preliminaries

Definition 1.1 [7, 12]: A functionq : U X U — R™ is quasi-partial function when it satisfied
a. If 0 < q(u,u) = q(u,v) = q(v,v) thenu = v (Equality)
b. q(u,u) < q(u,v) (Small self-distance)
c. q(u,u) < q(v,u) (Small self-distance)
d. q(u,z) + q(v,v) < q(u,v) + q(v,z) (triangle inequality)
Allu,vand z € U then the pair (U, q) is called a quasi-PMS.
QPMS (U, q) becomes a PMS (U,p) if q(u,v) = q(v,u). In addition, (U, q) and (U, p) known as a quasi -
metric space (QMS) and a metric space if q(u,u) = 0. The function dpq : U x U—- R%is ausual metric and
defined by
dp, W, V) = q(u,v) +q(v,u) —q(u,u) —qv,v).
In QPMS, B(u, €) is an open ball defined by B(u, &) = {veU:q(uv) < £+ q(u,u)} whereu € U and
€ > 0 and B(u, €) is a closed subset of U.

Definition 1.2 [1]: Suppose (U, q) is a QPMS then
a. {u,} is a sequence which is belongs to (U, q) is known as 0 — Cauchy sequence if

limp moe q(Uy , Uy ) = 0 =limp ne q(ugy, , uy ) = 0.
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b. If lim,,q(u, , u) =lim,,,q(u,u,) =q(u,u) = 0 then the sequence {u,} is converge to a point u.
c. In U, if every 0-Cauchy sequence converge to a point u belongs to U then (U, q) is called 0-complete

space so that q(u, u) = 0.
In (U, q), every 0-Cauchy sequence is Cauchy in (U, dpq) and (U, q) is O-complete if it is complete but its

converse in not true.
Lemma 1.2.1 [28]: In a O-complete PMS each closed subset is O-complete.

Definition 1.3 [28]: Let (U, <, q) is called an ordered QPMS, in a non-empty set U, if q is quasi-partial

metric and < is a partial order in U.

Definition 1.4 [28]: Suppose (U, <) be known as partial ordered set thenu,v € U are comparable which

holdsu < vorv < u.

Definition 1.5 [28]: Suppose (U, <) be known as partial ordered set and f is a self-map on U. If fu < u for

every u € U then f is called dominated mapping.

Definition 1.6 [20]:

a. For everyn > m, if limy 1, ,6,q(up, , uy ) = 0 as well as limy, 1,0, q(uy, , Uy, ) = O then sequence {u,} is
called left (right) K-O-cauchy in a QPMS (U, q).

b. If every left (right) K-O-cauchy sequence in U converges to a pointu € U such that q(u,u) = 0. Then
(U, q) is known as left (right) K-sequentially space.

2. Main Results:
Theorem 2.1: Let (U,< q) and (5,< q1) be two left K-sequentially O-complete ordered quasi-partial
metric space. R: U - UandT : S — S be two dominated map and ug and sy be two arbitrary points in U
and S.
Suppose that (a, b) and (c,d) € [0,1) suchthat (a + 2b) < land(c + 2d) < 1and
q(Ru,Rv) + q1(Ts, Tp) < {aq(w,v) + blq(w,Ru) + q(v,Rv)] + cq:(s,p) +
+d[q.(s,Ts) + q:(p,TP)]}  ..ocenl. (2.1.1H)

For all u,v € B(ugy,r) and all s,p € B(sg, 1), where u, v and s, p is comparable.

q(uo, Rug) + q1(so,Tso) < (1 — B)[r + q(uo,u)] + (1 — D[r + q1 (s0,S0)] e (2.1.2)
Where k = 22 and 1 = <4
1-b 1-d
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Then {u,} € B(ug, r) and {s,} € B(s,, r) have unique fixed points u* and s* such that u* = Ru* with q(u*, u*)
= 0 similarly s* = Ts*and q,(s*, s*) = 0. {u,} € B(up,r) and {s,} € B(sp, r) are two non-increasing sequence
such that {u,} - x and {s,} — y which implies x < u, and y < s, then there exist two points u*

€ B(ug,r) and s* € B(sg, r) such thatu* = R*and q(u*,u*) = 0 similarly s* =Ts" and q,(s",s*) =0.

Proof: Here we consider two Picard sequences u,,; = Ru, and s, 1= Ts,, with initials uy and s, (suppose).

Asuyy1 =Ru, <uyands,,; =Ts, <s,foralln € {0} U N.

Now we will prove by using mathematical induction u, € B(uy,r) and s,, € B(s(, )
By using the inequality (2.1.2),
q(ug ,uq) +qy (So>8) <1 =Kk) [r+qug,up)]+ (1 ~1)[r+qq (Sg,51)]

<[r+q(ug,up)] +[r+q; (sg, So)]

Therefore u; € B(up, r) and s; € B(sq, 1) . Now let Uy, Us..... u; € B(up, 1) and s,, Ss..... s; € B(so, ).
For some i,j € N. Asup;; < u, and s,4+1=< s,. By using inequality (2.1.1), we get,
q(uj, ujy1) +91(j, Sj+1) =q(Ruj_y, Ru) + q1(Tsj_1, Ts;)
<a[q(uj_1,uj)] + b[q(ui_1,u) + q(ui, uipq)] +c[q1(sj-1,8;)] +d[q1(sj-1,58; ) + [A1(Sj, Sj+1 )]
q(ui, ujyq) —bq(ui, ujyq,) +q1(Sj, Sje1) —dq (s, Sje1 )]
<a[q(ui—1,u)] + blq(uiy, w)] +c[as(sj-1,5;) +d[as(sj—1,5; )]

Now we separate the equations

= (1 = b)q(u;, uiy)< (@ + b) [q(ui_1,up)] and (1 — d) qi(5j, 8541 ) < (¢ + d) [q1(sj-1,5; )]
c+d

= q(u, W )< {2 a1, u)] and [a; (57, 841) < {5 aa (550105

= q(u;, Uir1) <k [q(ui—1,up)] and g1 (sj, Sja1 ) <11 (sj-1.5) )]

which implicit that q(u; , Ujz1) <K [qQ(Ui—z, Uiz1)] Soevenvininnnnnn. < Kki[q(ug,uy)]
and {q (s, Sj+1 ) < lz[ql((sj_z » Sj—1)] S, <U[qi(S0,S)]} ceeeeeennnn (2.1.3)
Now q (ug, uis1) + qi(0, Sj+1) < {q(uo, up) + ccoeeeee. +qui , uir) — [q(uy, up) + ... +q(u;,u)]}
+ {ql(S(), Sl) F ot + ql(Sj, Sj+1) - [ql(Sl, Sl) + o + ql(Sj, Sj)]}
<{qi(ug, up[l + oo + kT kT + qusos SDIL + e + U oo by (2.1.3)
_kit1 1_pi+1
<(1-K) [r+qQug, )] ot (1= D) [+ qu(So. s0)] = - - - - by (2.1.2)

Thus uiy; € B(ug,r) and s+ € B(sy,r). Hence u, € B(ug,r) and s, € B(sq, 1) for all n € N.

(i) Now we prove q(u*, u*) = 0 and q¢(s*, s*) =0

Since ui,; and u, € B(ug, r) similarly s;;; and s, € B(sg, ).
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It also shows that ups; < u, and spy1 < s, for all n € N which implicit that
q(un, uns1) + qi(sn, Sne1) < KP[q(uo, up] + "[qi(so, sp)] foralln €N
It follows that q(uy, Unte ) + qi(Sn s Snsf ) <
{[q(un, Uper) + oo + q(Unte1 > Unte)] = Q(Uns1 5 Ungt) + e + q(Unte-1 » Unse-1)}
+ {[d1(sn» Sn+1) + oee + Qu(Snt=15 Snep)] = Q1 (Sns1s Snet) +oenee + q1(Sn+f-1, Sn+f-1) }
q(Un, Unse ) + q1(Sns Snee) < { kK qCug, u)[1 + e + kK24 k74
"qi(s0, $1) [1+ e + L2417} 50881 — 00uee. (a)
The sequence {u,} € B(uy,r) and {s,} € B(sy,r) are two left k-0 Cauchy sequences. As B(ug,r) and
m are closed. So, it is left k-sequentially O-complete.
Then there exist two-point u* € m and s* € m with
{q(u*, u*) =lim,_»q(u,, u*) =lim,_,q(u*, u,) =0 and
qq(s*, s*) =limp,0qq (Sn, 8*) =limy_,qq (5% Su) =0} (2.1.4)
From inequality (2.1.4) q(u*, u*) = 0 = q;(s* s*)

(ii) Prove that u* = Ru* and s* = Ts*.
Now q(u*, Ru*) + q;(s*, Ts*) <[q(u*, u,) + q(Ru,-1, Ru*) — q(u,, uy) ]+
[q1(s*, sn) + Q1 (Tsp-1, Ts*) — q1(sn, Sn)l

While taking limit as n — oo and using also u* < u, < u,-; and s* < s, < 8y,
When u, — u* and s, — s*, we have
q(u*, Ru*) + qi( s*, Ts*) < [limp— q(u*, uy) + a q(uy-1, u*) + b{q(us-1, Ru,—;) + q(u*, Ru*)}]
+ [ 1limp 0 qu(s™, sn) + €qi(Sn-1, 8%) + d{qi(Sn-1, Tsn-1) + qu(s*, Ts*)}]
q(u*,Ru") +qi(; 5% Ts*) <[ limpc; G(u*, Un) + a gun-1, u?) + b{ K"'q(uo, ur) + g(u*, Ru)}]
+ [ 1My qi(™, 80) + €qi(Suct, 57 + {1 qu(s0, 51) + Gu(s*, Ts7)}]
(1 =b) q(u*, Ru*) + (1 — d)qi(s*, Ts*) < [limyq(u*, un) + a q(us-1, u*) + b{q(us-1,Rus-1)}]
+ [ limy 0 qi(s%, sn) + ¢qi(Sn-1, 8*) + d{qi(Sn=1, Tsn-1)}]
From (2.1.4) and (a) we get
(1 -b) q(u*,Ru*) + (1 —d)qi(s*, Ts*) <0
q(u*,Ru*) + qi(s*, Ts*) <0
SO g(u*,Ru*) <0 and q;(s*, Ts*) <0

Hence u* = Ru* and s* = Ts*

UNIQUENESS:
Now we have to prove, u* and s* are unique, if any two points u, v € B(uy, r) and two points s, p € B(sg, 1)
there exists a point w € B(ug, r) and z € B(sy, r) such that w < u and v as well as z < s and p and

[q(ug, Rug) + gq(w , Rw )] + [qi(so, Tso) + qi(z, Tz )] < [q(uo,w) + q(Rug, Rw )]+
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+ [qi(s0, z) + q(Tsg, Tz)] Where all w S Rupandz< Tsg  ..oovvvnnennnenn (2.1.5)

Letv € m andp € m such that v =Rv and p = Tp. Then
q(v, v) +qi(p, p) = q(Rv, Rv) + qi(Tp , Tp)
q(v, v) +qi(p , p)=aq(v, v) + b{q(v, Rv) + q(v, Rv)} +cqi(p, p) + d{qi(p, Tp) + qi(p , Tp)}
q(v, V) +qi(p . p) —aq(v, v) =b{q(v,Rv) +q(v, Rv)} —cqi(p, p) = d{qi(p . Tp) + qi(p . Tp)} <0
q(v,v)—aq(v,v)—=2bq(v,Rv) + qi(p, p) —cqi(p, p) — 2dqi(p, Tp) <0
q(v, v)—aq(v,v) =2bq(v, V) +qi(p, p) = cqi(p, p) — 2dqi(p,, p) =0 {v=Rv and p = Tp}
(1-a-2b)q(v,v)+(1—c-2d) qi(p,p) <0
Hence q (v,v)andq;(p,p)=0  .....coeeiin. (2.1.6)
If u* < v and s* < p than
q (u*, v) + qi(s*, p) = g(Ru*, Rv) + qi(Ts*, Tp)
<aq(u’, v) + b{q(u*, Ru”) + q(v, Rv)} + cqi(s*, p) + d{qi(s*, Ts*) +q:(p,Tp})
q(u, v) —aq(u*, v) + qi(s*, p) — cqu(s*, p) = b{q(u*, Ru*) + q(v, Rv)} + d{qu(s*, Ts*) + qu(p , Tp)}
1-a)qusv)+(1-c)qs*,p)<0------- By(2.1.4) and (2.1.6)
Therefore q(u*, v) <0 and q;(s*, p) < 0 similarly we can show that q(v, u*) <0 and q;(p, s*) <0.

This shows that u* = v and s* = p.

Now, if u* and v and as well as s* and p are not comparable then there exists two points w € U and z € S
where w is lower bound of both u* and v that is w < u* and w < v similarly z is lower bound of both s* and p

thatisz < s*and z < p.

(iii) Now we will prove here R,w € B(uy,r) and T"z € B(s,, 1)

By using inequality (2.1.1) and mathematical induction, Suppose w < u* < u,..... < up and

Z <X S*<X Speeen. X S0

Then q (Rup, Rw) + qi1(Tso,Tz) < aq(up,w) + b{q(uo, u;) + q(w, Rw) }+ cqi(so, z) + d{qi(so, s1) + qi(z, Tz)}
<aq (up,w)+b{q(up, w)+q(u;, Rw)} +cqi(so, z) +d{qi(so, z) + qi(s1, Tz)} = ———— by(2.1.3)

So  q(ui, Rw)-b q(u;, Rw) <aq(ug,w) + b q(up,w)

and qi(s1, Tz) —d qi(s1, Tz) <cqi(so, z) + dqi(so, z)

(1 =b) q(u;, Rw) < (a +b)q(ug,w) and (1 —d)q(s1, Tz) < (¢ + d)qi(so, 2)

qun,Rw) < {2} q(ug,w) and qi(s1, T2) {5} ai(s0, 2)

q(ui ,Rw) <k q(up,w) and qi(s1, Tz) <1 qi(so, 2)

Now, q(u;, Rw) + qi(s1, Tz) <k q(up,w) + 1 qi(S0, Z) «eevveenniennennnnn. 2.1.7)

Now q(uo, Rw) +qi(so, Tz) < [q(uo, ur) + q(ui, Rw) — q(ur, up] +[qi(so, s1) + qi(s1, Tz) — qi(si, s1)]
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q(ug, Rw) + qi(so, Tz) < q(ug, uy) + k q(ug, w) + qi(so, s1) + L qi(so, z)------- by (2.1.7)
< {1 =K) [r+ q(uo, up)] + k [r + q(uo, up)]}+{1 — 1) [r + qi(s0, S0)] + [ [t + q1(S0, S0)]} =T
It follows that Rw € m and Tz € m. Let R*w, RPw, ... R°w € m and,
T 22, T 32,, ..... Tize m.
foralle and f € N. AsR°w 2 R 'w =2 ... ZwZu<Z u,...... Z ug
and T'zzT 22 ... Zz72=Zs*<Z S Z 5o,
Then q(u;,R™'w) + qi(s1, T ™'z ) = [a q(ug, R°W) + b{q(u, uy) + q(R°w , R="'w)} ]+
+[cqi(s0,T " 2) + d{qu(so, s1) + qi(T "z, T *'2)}]
<[a q(uo, R°W) + b{q(uo, R°W) + q(uy, R **'w}] + [cqu(so, T ' 2)
+d{qi(so, T "2)+qu(s1, T™'2)}] = — — by (2.1.5)
q(ur, R*'w) = b q(uy, R*'w) + qu(s1, T *'2) — dqu(s;, T *'2)]
<[a q(ug, R°W) + b{q(wo, R°W)] + [cqi(so, T ' z) + d{qi(so, T " 2)]
(1 -=b) q(ur, R*'w) < (a + b)q(up , R°W) and (1 — d)q(s;, T *'z) < (c + d)qi(s0, T " 2)

e b e d
qur, R*'w) < {52} qug, Rw) and qi(s1, T ™'2) < {75} + qi(s0, T 2)

Which implies that

f+1

q(ur, R*'w) + qu(s1, T *'2) <k q(uo, R°W) + [ qu(so, T ' 2)

<K [r+q(ug, up)] + I [r + qi(s0» 80)] as R°W € B(ug,r) and T "2 € B(5g,I). .evvvveernnn (2.1.8)
MZ) <[q(uo, uy) + q(uy, Re+1w) + [qu(so, s1) +qi(s, T f+1Z)]
< {(1 -k)[r+ Q(uo, ug)] + k [r+ q(uo, 11())]} + {(1 =D [r+ (h(So, so)] + [ [r+ (h(So, SO)]} =r

It shows that R®*' € B(u, ,r) and T "'z € B(s, , 1)

q(uo, R 'w) + qi(so, T

Hence R"w € B(ugy,r) and T "z € B(s,, 1) .

AsR'WwZwR W2 ..2wandT"z22T" 22 ...22 ..o (2.1.9)

(iv) Now we prove u* and s* are unique

From (2.1.9)

As q R'w , R™'w) + qi(T "z, T ™'z) < {aq(R"'w , R"W) + b[q(R"'w , R"w)
+q(R"W , R™'W)]} + {cqu(T "'z, T"2) + d[qi(T "'z, T "z) + qi(T "z, T "*'2)]}

Which implies that

qR"W , R™'w) + qi(T"z,, T"'z) <k qR"'w, R'W) + [ q; + (T" 'z, T"2)
<[K*qR"w,R"'w) <....<K"q(w,Rw) + P qi(Ty2z , Ta12) < .... <I"qu(z , Tz)] — 0

asn—o . (2.1.10)

Now q(u*, v) + qi(s*, p) = q(Ru*, Rv) + qi(Ts", Tp)
< [q(Ru*, R™!'w) + g(R™'w,Rv) + q(R™'w,R™'w)]
+ [qu(Ts*, T™'2) + qu(T™'z, Tz) + qi(T™'z, T™'2)]
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AsR"'w < urand R"'w < v similarly T" 'z < s*and T" 'z < p foralln € N

Which shows that R"™'w < R"u* and R"'w < R"v for all n € N as R"u* =u* and R"v = v.

Similarly, T"'z < T%*and T"'z < T"p foralln € N as T "s* = s* and T "p = p for n € N. Then

q(u*, v) + qi(s*, p) < [a q(u*, R"W) + b{q(u*, Ru*) + q(R"wW , R™'w)} + aqg(R"W , v)
+b {qR"W .R™'w) + q(v , RV)}] +[cqi(s*, T"z) + d{qi(s*, Ts*) + qi(T"z , T"*'2)} + c¢qi(T"z , p)
+d {qu(T"z, T"'2) + qu(p . Tp)}]

Now using inequalities (2.1.6), (2.1.10) and taking limit as n — oo then we have

q(u*, v) + qi(s*, p) <limp_, [aq(u*, R "w) + aq(R "w , v) + cqi(s*, T "z) + cqi(T "z, p)]

n—1

<limp_,e [a°qu*, R"™'w) + 2°q(R"'w , V)] + *qu(s*, T"'2) + Cqu(T "'z, p)]

<lim,_ [a"q(u*,Rw) + a "q(Rw, V)] + [¢"qi(s*, Tz) + c"qi(Tz, p)] — 0
Soq[(us v)+qi(s,,p)<0orq*v)<0and qi(s*, p) <0  ....cceiiiiiin (2.1.11)
Similarly, q [(v, u*) + qi(p, s*) <0 or q(v,u*) <0and qi(p,s) <0 ........ (2.1.12)
From inequalities (1.11) and (1.12) we find u* = v and s* = p.

It shows that u* and s* are unique in their respective ball.

Conclusion:

In this chapter, we proposed and improved the fixed-point results to generalized and extended the work
of literature [28] by using two dominated mapping with two different ball conditions. This work generalized
the work of [3, 4, 20, 21, 23] with the help of closed ball and using weaker contractive conditions method.
Finally, the existence and uniqueness of unique fixed points in two QPMS has been achieved.

References:

[1]. A. Shoaib, M. Arshand and J. Ahmad, Fixed point results of locally contractive mappings in ordered
quasi-partial metric spaces, The Scientific World Journal, (2013), Article ID 194897, 8 pages.

[2]. A.C.M. Ran, M.C.B. Reurings, A fixed point theorem in partially ordered sets and some applications
to metrix equations, Proc. Amer. Math. Soc., 132 (5) (2004), 1435-1443.

[3].A. Azam, S. Hussain and M. Arshad, Common fixed points of Chatterjea type fuzzy mappings on
closed balls, Neural Computing & Applications, 21 (Suppl., 1) (2012), S313-S317.

[4]. A. Azam, M. Waseem, M. Rashid, Fixed point theorems for fuzzy contractive mappings in quasi-
pseudo-metric spaces, Fixed Point Theory Appl., (2013) 2013:27,14 pages.

[5]. D. Paesano and P. Vetro, Suzuki's type characterizations of completeness for partial metric spaces
and fixed points for partially ordered metric spaces, Topology and its Applications 159 (2012),911-
920.

[6].E. Kryeyszig, Introductory Functional Analysis with Applications, John Wiley & Sons, New York,
(Wiley Classics Library Edition), New York, (1989).

International Journal of Scientific Research in Modern Science and Technology (IJSRMST) 45)



www.ijsrmst.com

[7]. E. Karapinar, I. M. Erhan and A. Ozt urk, Fixed point theorems on quasi-partial metric spaces,
Math. Comput. Modelling 57 (9-10) (2013),2442-2448, doi: 10.1016/j.mcm.2012.06.036.

[8]. G.A. Medrano-Cerda, A fixed point formulation to parameter estimation problems, Decision and
control, 26th IEEE Conference (1987), 1468-1476.

[9]. H. Aydi, Some fixed-point results in ordered partial metric spaces, J. Nonlinear Sci. Appl.4 (2011),
210-217.

[10]. H.K. Nashine, B. Samet and C. Vetro, Monotone generalized nonlinear contractions and fixed point
theorems in ordered metric spaces, Math. Comput. Modelling, 54 (2011), 712-720.

[11]. H.K. Nashine, Z. Kadelburg, S. Radenovic, J. K. Kim, Fixed point theorems under Hardy-Rogers
contractive conditions on O-complete ordered partial metric spaces, Fixed Point Theory and Appl.
(2012),2012:180, 15 pages.

[12]. H.P. Kunzi, H. Pajoohesh, M.P. Schellekens, Partial quasi-metrics, Theoretical Computer Science-
Spatial Representation: Discrete vs. Continuous Computational Models ,365(3) (2006),237-246.

[13]. I. L Reilly, P.V. Subrahmanyam , M.K. Vamanamurthy , Cauchy sequences in quasi-pseudo-metric
spaces , Monatsh.Math.93 (1982), 127-140.

[14]. I. Altun and H. Simsek, Some fixed point theorems on ordered metric spaces and application, Fixed
Point Theory and Appl. (2010). Article ID 621492, 17 pages.

[15]. I. Altun and A. Erduran, Fixed point theorems for monotone mappings on partial metric spaces,
Fixed Point Theory and Appl. (2011), article ID 508730, 10 pages.

[16]. J.E. Steck, Convergence of recurrent networks as contraction mappings, Neural Networks,3 (1992),
7-11.

[17]. J.J. Nieto and R. Rodr'iguez-Lopez, Contractive mapping theorems in partially ordered sets and
applications to ordinary differential equations, Order 22(3) (2005), 223-239.

[18]. K. Leibovic, The principle of contraction mapping in nonlinear and adoptive control systems,
Automatic controle systems, IEEE Transaction 9 (1964), 393-398.

[19]. M. Abbas and S.Z. Nemeth, Finding solutions of implicit complementarity problems by isotonicity
of metric projection, Nonlinear Analysis, 75(2012), 2349-2361.

[20]. M. Arshad, A. Shoaib, 1. Beg, Fixed point of a pair of contractive dominated mappings on a closed
ball in an ordered complete dislocated metric space, Fixed Point Theory and Appl. (2013), 2013:115,
15 pages.

[21]. M. Arshad, A. Shoaib, and P. Vetro, Common fixed points of a pair of Hardy Rogers type
mappings on a closed ball in ordered dislocated metric spaces, Journal of Functions Spaces and Appl.
(2013), article ID 638181, 9 pages.

[22]. M.A. Bukatin and S. Yu. Shorina, Partial metrics and co-continuous valuations, Foundations of
Software Science and Computation Structure, (M. Nivat, et al. Eds.), in: Lecture Notes in Computer

Science 1378, Springer, (1998), pp. 125-139.

International Journal of Scientific Research in Modern Science and Technology (IJSRMST) (46)



www.ijsrmst.com

[23]. M.A. Kutbi, J. Ahmad, N. Hussain and M. Arshad, Common fixed-point results for mappings with
rational expressions, Abstr. Appl. Anal. (2013), Article ID 549518, 11 pages.

[24]. S. Cobzas, Functional Analysis in asymmetric normed spaces, Frontiers in Mathematics, Basel, :
Birkhauser, (2013).

[25]. S. G. Matthews, Partial metric topology, Proc. 8th Summer Conference on General Topology and
Applications, in: Ann. New York Acad. Sci., 728(1994), 183-197.

[26]. S. Romaguera, A Kirk type characterization of completeness for partial metric spaces, Fixed Point
Theory Appl. (2010), Article ID 493298, 6 pages doi:10.1155/2010/493298.

[27]. T.G. Bhaskar and V. Lakshmikantham, Fixed point theorem in partially ordered metric spaces and
applications, Nonlinear Analysis, 65(2006), 1379-1393.

[28]. A. Shoaib, M. Arshad and 1. Beg, Fixed points of contractive dominated mappings in an ordered
quasi-partial metric spaces, LE MATEMATICHE Vol. LXX (2015)-Fasc. II, pp. 283-294
doi:10.4418/2015.70.2.19.

Cite this Article:

Lekha Dey, Sanjay Sharma, “Fixed Point Result Using Two Dominated Mapping on a Closed Ball”, International Journal of
Scientific Research in Modern Science and Technology (IJSRMST), ISSN: 2583-7605 (Online), Volume 2, Issue 12, pp. 38-47,
December 2023. Journal URL: https://ijsrmst.com/

International Journal of Scientific Research in Modern Science and Technology (IJSRMST) (CYy))



